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Implicit Admission Control

Richard Mortier Student Member, IEEHEan Pratt, Christopher Clark, and Simon Croslilember, IEEE

Abstract—Internet protocols currently use packet-level mech- to acceptor rejectit. In this way the network can guarantee
anisms to detect and react to congestion. Although these controls performance per connection.
are essential to ensure fair sharing of the available resource be- o\, rent |nternet traffic consists largely of transmission con-
tween multiple flows, in some cases they are insufficient to ensuret | tocol (TCP) fl hich f i ientated
overall network stability. We believe that it is also necessary to take rol protocol ( ,) .OWS’_W IChare ora CP””eC 'on'or'er.] ate
account of higher level concepts, such as connections, flows, andature, and elastic in their resource requirements. That is, TCP
sessions when controlling network congestion. This becomes of in-flows can operate under a variety of network conditions, and in
creasing importance as more real-time traffic is carried on the In-  particular, can perform useful work at a variety of bandwidths.
ternet, since this traffic is less elastic in nature than traditional web However, streaming multimedia flows are becoming more

traffic. We argue that, in order to achieve better utility of the net- lant . le being th L i tocol (RTP
work as a whole, higher level congestion controls are required. By prevelant, a prime example being the real time protocol ( )

way of example, we present a simple connection admission con-[1] which typically uses the user datagram protocol (UDP)
trol (CAC) scheme which can significantly improve overall perfor-  for transport. Although these protocols are often not explicitly
mance. _ o o connection-orientated in nature at the transport layer, they may

This paper discusses our motivation for the use of admission con- be considered so at a higher, session layer. They are usually
trol in the Internet, focusing specifically on control for TCP flows. . o L .
The technique is not TCP specific, and can be applied to any type of much more inelastic in their resource requlremen.ts than pro.to—
flow in a modern IP infrastructure. Simulation results are used to ~ COIS such as TCP—they have a narrower bandwidth operating
show that it can drastically improve the performance of TCP over region, requiring a minimal level of service to perform useful
bottleneck links. We go on to describe an implementation of our work. Both these types of flow may be considered single
algorithm for & router running the Linux 2.2.9 operating system.  nanvork transactions requiring a minimal resource in order
We show that by giving routers at bottlenecks the ability to intelli- - .

for adequate user utility to be achieved. For example, most

gently deny admission to TCP connections, the goodput of existing . ) :
connections can be significantly increased. Furthermore, the fair- interactive uses of the Internet, such as downloading a web

ness of the resource allocation achieved by TCP is improved. page, require a latency bound corresponding to a minimum
Index Terms—Admission control, Internet, quality of service, Useful bandwidth. If this bandwidth is not delivered, the latency
transmission control protocol (TCP). bound will not be met, and the user is likely to either give up,

or attempt to restart the download. It is only feasible to provide
minimal guarantees of flow-level performance if the network
performs admission control of some type, not solely at the level
ONGESTION is widespread in today’s Internet. It causasf individual packets. In this paper we deal with the application
packet loss and excess delay, leading to retransmissigfradmission control specifically to TCP flows, the case where
of data for reliable services, and degradation in quality f@ne might expect least benefit. We believe that the technique
real-time services. Due to the dynamic and bursty nature off implicit admission control is applicable to other types of
IP traffic, many schemes have been proposed for alleviatiggffic, and are attempting to address this and the more general
network congestion. They have generally relied on end-syste@ssion-level admission control problem in ongoing work.
based detection of, and reaction to, congestion solely at the
packet level. At the other extreme, traditional connection-oriep- The Transmission Control Protocol

tated netv.vorks,. such as the pUb".C switched telephc_)ne networkI_CP is designed to provide flow-control and reliable trans-
(PSTN), in which each connection consumes unit reSOUrGhission on top of the connectionless, unreliable Internet pro-
and latterly asynchronous transfer mode (ATM) networks, n

: . . ) T od:ol (IP). Congestion occurs due to contention for limited net-
which each connection’s resource requirement is specifie

. . ! e . work resources, typically buffer space or transmit bandwidth. If
using a generalized traffic specification, implemeatnection .. . .
2 . . _itis not detected and prevented, th@ngestion collapseay
admission control (CACh order to ensure that per-connection R
ccur; this is where the network, or some subset of the net-

performance requirements are met. CAC addresses conges\?\ll%pk, is loaded to such a level thgbodpui—the throughput

at the connection level by requiring that each connection re_data, disregarding retransmissions—falls to negligible levels.

o . . of
quest admission to the network, allowing the network to OIeCIig—%llowing the rapid increase in the use of TCP and enormous
changes in the topology and size of the Internet, a succession of
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multiplicatively decrease its transmission rabagk ofj. Con- (ISPs) to control the admission of traffic at a variety of levels
gestion is traditionally detected through loss of a packet, but alRd not just at the packet level. This should help to temper con-
ternatives where packets are merely marked according to a gastion, and ensure that bottlenecks never become so heavily
riety of policies are under consideration [5], [6]. Subsequentlgyerloaded that real-time services and interactive applications
the connection will linearly increase its transmission rate, untiver TCP can make no useful progress.

another loss event is detected. This gives TCP its characteristic

sawtooth transmission pattern, as it probes for bandwidth, exjge- Contribution

riences loss, backs off, and repeats the cycle. . . . I
. In this paper we consider only connection-level admission,
Although these methods have largely been successful in the

past, it is still the case that in the current Internet a TCP flofy opposed to session or flow-level admission, and focus our at-

may observe near-zero goodput when a large number of T tion on the most prevalent current protocol—TCP. In future
flows share a bottleneck link. The consequent competition f\(/)vork we intend to address other protocols, such.as RTP and Re-
udio, and to extend our scheme to take session-level seman-

resources results in catastrophic collapse of the per-flow perfar-

mance, even though the link is operating at full utilization. Ea S Into aC(/:OU”t' Zor eXﬁmple, per3|stenthTTP conngctlons,d
TCP flow probes for available bandwidth to see if it may in@S In HTTP/1.1, reduce the semantic gap between session- an

crease the amount of data it has “in-flight” in the network. Cu'ﬂow-level admission control, and the effects of this should be

rentimplementations of TCP have a minimum probe bandwidffther investigated. o _ o
of one segment per round-trip time (RTT), or one segment per/Ve first |qtroduc§ admission cpntrol :?md its apphcatlon to
retransmission timeout (RTO) if the probe packet is discardéh€ Intermnet in Section II, along with a brief discussion of how
If too many TCP connections are admitted, the total probe barfye measure success. Section Il discusses the details of our ap-
width can itself exceed the capacity of the bottleneck link, réroach and the implementation of admission control for TCP.
sulting in a substantial increase in retransmitted data and thefLr initial investigation was carried out using simulations over
fore wasted bandwidth, and woefully inadequate performan@&imple dumbbell topology with a single bottleneck link; these
per flow. Given the inability of current TCP implementationg@re described and discussed in Section IV. We then validated
to back off further, the congestion control problem at this poiur method using a test-bed implementation, described in Sec-
has become network-centric, rather than host-centric, and stidn V, and carried out further simulations of particular inter-
requires appropriate network controls. esting cases. We summarize and conclude with a brief discus-
This state of congestion collapse has frequently been aiien of future work in Section VI.
served on the U.K.—U.S. SuperJANET transatlantic link. This
link is a major bottleneck for traffic flowing from the U.S. to II. ADMISSION CONTROL

British universities, and has historically been gravely under- o . .
y g y fAny admission control function requires knowledge of both

resourced relative to peak demand. Given the introduction T .
usage-based charging on this liskand such measures shovx}?'e state of the network and the potential impact on existing

every indication of becoming more, not less, widespread—ethws of the admlssm_)n of another flow. Using this information
possible to decide whether or not a new flow should be

suring reasonable goodput in such cases has become imp0|jf iﬁt

in order to limit the total cost of bandwidth used. Frustratio m|tt?d to ‘;Ig'k ﬁf limited f?sou“r:]e- Admls?on controll must
experienced while trying to use this link during peak time e performed by theetwork since the network cannot rely on

provided the main motivation for undertaking this work. cooperative behavior of the sources in competition for th_e_ re-
Even if this somewhat extreme scenario does not occgPUrce. even when the protocol does so, as in TCP. In traditional
there is often a minimum TCP bandwidth required to achieve§tWOrks using CAC, the source explicitly signals the network
minimal session-level user utility. For example, web users wiip reauest access. TCP has no such explicit network-signaling
have to wait too long for all of the objects within a web page tBrocedure, and it is therefore necessary to perform admission
complete downloading may give up and hit “stop,” or wors€0ntrol by having the network examine traffic and identify new
“restart” the download. This wastes already scarce netwdfRWS as they commence.
resources, reducing the number of “successfully completed"Access to the network is only part of the problem. The net-
TCP connections, which in turn decreases the number \Wprkmustalsoensure thatresources are available to carry the ac
successfully downloaded pages—their connection level af@pted traffic. CAC in conventional telephony systems is simpli-
session level goodput, respectively. When a user causes a fftfgl by the fact that connections require unit resource and are es-
to be aborted due to poor performance, bandwidth has efféablished end-to-end. This makes it easy for the network to know
tively been wasted at the very time it was most scarce, since thé may accept a connection, since it is of a known, constant
data already transferred is of little or no use, and restarting thandwidth, with a route determined at connection setup time.
flow will usually require that this data be retransmitted. Any switch on the route may reject a connection during the con-
Furthermore, itis known that TCP does not share the availalfiection setup phase. Typical ATM signaling methods [10] use a
bandwidth fairly under high load consisting of many flows [7]similar end-to-end system, but require that the connection should
Thus, as Massoulié and Roberts [8] and Kuetaal.[9] argue  declare certain parameters, such as the peak and sustained rates,
in more detail, it makes sense to allow Internet service providenorder that resources may be reserved at connection setup.
An alternative solution to requiring the connection to explic-
iCurrently £0.02 ($0.032) per megabyte for U.K.-bound traffic. itly declare its traffic parameters is to useasurement based
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admission control (MBAG)n which the network measures itsWe assume that data packets belonging to a given flow will gen-
current load [11], [12]. It then uses these measurements to makally follow the same route as its connection setup packet. In
adecision about whether it should accept a new connection. Thaticular, one obvious place for deployment of our system is
approach has the advantage that it relaxes the requirement #tidhe users’ ingress to the network, where there is no alterna-
the application knove priori the statistical details of the traffic tive route. This is not an absolute requirement, however, since
it will send. In many cases these parameters cannot be knowmiunr load estimate is calculated in real time and based solely on
advance because the content of the connection may be dynamasurements of the traffic. This means that such routers will
ically generated (e.g., by a compression algorithm) and mowsill perform satisfactorily even when they only see one direc-
over the packet flow may be modified en route to the bottlenetibn of a flow, or when a flow is rerouted through or around a
due to buffering at intermediate routers. Obviating the need fiimk in midstream.

applications to parameterize themselves is clearly desirable in a

fast-moving environment like the Internet, where new applic®. Measuring Success

tions are developed and deployed frequently. In addition, sinc
the Internet is a public access network which currently has p
support for network charging or policing, it is unlikely that th
network would be able to trust traffic parameters declared
users.

&we measure performance by the goodput of a connection, as
eviously defined. We attempt to achieve high per-connection
oodput by limiting the number of connections active on the
ttleneck link at any time. With no admission control, overall
goodput may remain high since each successAfyed packet
contributes to the system’s goodput, but a given flow’s goodput
may become unacceptably low. This is a consequence of the
The problem with applying admission control to the Interndtigh number of retransmissions it must make to get each packet
is that the Internet is based on a connectionless packet-fihrough, and the corresponding substantial increase in wasted
warding protocol, IP. In general, it is not possible to know ibandwidth and the flow’s duration.
advance the route that any one packet will follow between Even so, we still wish to admit a “useful” number of connec-
source and destination. Indeed, the packets constituting a flbans as it is clearly not satisfactory to be overly conservative
may well take different routes during the lifetime of a flowjn the number of connections admitted. We also wish to ensure
and there is consequently no way to reserve bandwidth fothat the flows themselves can complete in areasonable time. For
flow in advance. Although RSVP [13] has been proposed asany application-layer protocols running over TCP, it is often
a candidate soft-state signaling protocol for enabling this, the case that received data are not useful until all the data have
has yet to be widely accepted. Even if route-pinning is usedoken received and the flow has completed.
the pinning may only apply to a subset of the total number of In addition, a good admission control algorithm should not be
packets comprising a flow. unfair to any particular type of connection. For example, con-
In spite of the Internet’s underlying connectionless fomections with high RTTs should not be penalized in comparison
warding mechanism, most communication between Interrtetthose with lower RTT8.Furthermore, a practical admission
hosts is actually connection-orientated, using higher level proantrol algorithm must be efficient in terms of its measurement,
tocols such as TCP. By delving inside IP datagrams to decodtEmputation, and state requirements, and should be capable of
the higher level protocol information, routers can identify indidealing with a potentially large number of connections.
vidual connections. This can be done using modern software otn summary, adding admission control to a link should not in-
hardware-based packet filtering mechanisms, which allow tkerfere with the link when it is not overloaded; should not overly
identification of particular types of packets, such as T&AN limit the utilization or number of flows allowed into the link; and
packets, that are attempting to establish new connections. should not be biased against a particular type of flow. It should
An admission control algorithm applying such implicit idenincrease the utility users receive from the network by ensuring
tification of new flows can selectively cause the deferral or réhat the goodput of the system is accurately reflected by each
jection of connection setup attempts by reacting to the conndlow.
tion setup process. The decision as to whether to intervene in the
creation of a new connection can be driven by an MBAC process ||I. | MPLEMENTATION OF ADMISSION CONTROL IN THE
which monitors the level of congestion at the router, enabling INTERNET
severe overload conditions to be avoided. Since this scheme op- . .
erates without cooperation from end-systems, and without m?B_Our approach is to perform admission control at layers above
ification to the network as a whole, we ternmtplicit admission
control.
Note that an implicit admission control scheme does not rgl

A. Admission Control in the Internet

that have a well-defined notion of a connection. Although we
address only TCP admission control in this paper, we believe
is approach is feasible for other connection-orientated proto-

quire per-flow state to operate successfully. Admission contr%?ls running over IP. Rather than require that TCP be changed,

decisions are based on the estimated resources remaining oﬁ(\i‘ﬁé""d'fy afew specific routers at well-known bottleneck links,

link at the point at which the connection request is interceptet us avoiding the problems in requiring widespread deployment
of new technology.

2We note that the use of IPsec would prevent this style of connection detec-
tion; should IPsec become widespread, alternative methods of connection déTCP itself does penalize such connections, but we would hope that an ad-
tection and rejection would be required. mission control algorithm would not increase this unfairness.
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By capturing TCPSYNor SYNACKpackets, it is possible to effective bandwidth estimator to inform the admission control
efficiently intercept connection setup requests. New flows caecision, with a threshold chosen by the operator. Kuehat.
then be accepted, by allowing the packet to proceed as nornji@],take a similar approach, but use a measure of the expected
or rejected by suitable means. We discuss methods of connger-session bandwidth share (“normalized offered load”) and
tion rejection in Section V-B. We do not deal with the resourceslate this to queue occupancy. Again, the operator then chooses
allocation problem, leaving that to the protocol, TCP, to pe&a threshold that will give users the desired minimum level of
form. This allows our scheme to work without modification tservice.
the TCP protocol, so once a connection is accepted, the band-
width achieved is dependent on the TCP implementation. THs Algorithm Implementation

is similar to the philosophy of the UNITE protocol for IP on The current implementation uses on-line measurements

ATM [14], “separating connectivity from QoS control.” based on aggregate load to move the controller between the
In summary, our algorithm is very simple. accepting andrejecting  states. It retains no per-con-
+ The load estimator places the admission controller in omgction state, and is therefore oblivious to the termination of
of two statesaccepting  orrejecting . flows. In this initial implementation of the proposed scheme,
 On detection of a new connection attempt: we chose to use an effective bandwidth [18] estimator from the

o if the controller is in theaccepting  state, theSYN Mtk toolkit, developed by Glasgow University Computer Sci-
or SYNACKpacket is allowed to proceed without in-ence Department, as part of the Measure project [19]-[21], in
terference down the bottleneck link; conjunction with Cambridge University Computer Laboratory

o if the controller is in therejecting state, then and the Dublin Institute for Advanced Studies.
the connection attempt represented by B¥N or This estimator uses simple measurements of the arrivals
SYNACK:is rejected or deferred. process to a queue to estimate the entropy of the traffic.

Combining this estimate with two constraints, the maximum

gueue size in the router and a target overflow probability of

the buffer, the estimator computes the effective bandwidth re-

Whether the admission controller is in the accepting or rguirement of the aggregate traffic mix. The effective bandwidth
jecting state can be based on a variety of information. Perhaga then simply be subtracted from the total capacity of the
the most obvious basis for the admission decision would bettleneck link to yield the remaining resource in the system.
to limit the number of connections passing through the routétlternatively, given the total transmission capacity, the arrivals

However, due to the asymmetric nature of much Internet trafforocess and the buffer siz&jtk can be used to determine

[15], the bottleneck router carrying the bulk of the traffic mayhen the admission of a new flow is likely to cause the target

not see all the control packets associated with a flow (“asyraverflow probability to be violated. The Appendix provides a

metry of routing”), and may only be overloaded in one diredsrief introduction to the mathematics underlying the estimation

tion (“asymmetry of load”). Consequently, any scheme basedocedure used byitk .

on counting connections would be obliged to continually infer Those connections that are accepted onto the link compete

the active connections traversing it, for example, by applyingith each other in the usual way, relying on the TCP flow

filters either to a sample or to all packet headers and keepiagd congestion control algorithms to achieve fair allocation of
state on the€source address, source port, destination addresthe available bandwidth. Each TCP connection is limited in
destination port tuples associated with packets. This requirdts transmission rate by the lowest capacity link on its path.
that per-connection state be kept, which might only be consi@onsequently, all connections that are not limited by receiver
ered scalable at the network edge. In addition, due to asymindow will experience packet discard. As a result it makes
metry of routing, a method to expire flows considered inactiveo sense to attempt to limit the probability of packet discard
is required. The existence of routers capable of implementita zero. Nonetheless, in a properly dimensioned network, the
weighted fair queueing for large (approximately 64 000) nunpacket discard probability should not become excessively high.
bers of flows suggests that it might be possible, however.  The threshold target value is up to the operator to set: lower
Rather than explicitly counting the number of flowsneans connections will see a higher quality, more exclusive
traversing a node, one might estimate the number of flowsetwork; higher means connections will see a lower quality,

For instance, there are models [16], [17] of TCP steady-statere accessible network. For this estimator we would ideally

behavior, giving throughput estimates in terms of RTT angse a target overflow probability which would achieve, for

packet drop-probability. Such models might enable one &ach ofn active connections, a loss rate equal to the minimum
simply relate the drop statistics at a router to a number lafss rate required by TCP in order to correctly establish the
flows, giving an estimate of the number of flows traversingvailable rate at the bottleneck link. The results below contain
the router. Another approach is to use the evolution of tleewide range of target loss rates, to show the system response
gueue length over time and the fact that TCP has well-knowamder various loads. The exact parameterization of the system
behavior to estimate the number of flows. This is obvioushlyill depend on the estimator in use, and on the service that the
complicated by the variation in RTTs in the Internet, and biyetwork operator wishes to provide.

the difference in behavior between TCP in slow-start and TCPWe would stress that our approach does not rely on this par-

in congestion-avoidance. In the current implementation wieular estimator, and indeed we would not claim that this es-

have followed a different approach, and use a particular on-litimator is especially suited for the task at hand; ongoing work

A. The Admission Control Decision
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Fig. 1. Simulator topologies used. The left-hand figure shows the identical link delay topology, and the right-hand figure shows the diffeeiag tiogralogy.
Admission control is applied at the “in” node.
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Fig. 2. Graphs of offered load, drops, and retransmissions, without admission control and with an admission threshold of 0.1. The topologiesdreshow
with the left-hand graph for the left-hand topology and the right-hand graph for the right-hand topology, both using the simple traffic model.

is attempting to identify more appropriate algorithms for thigvals, so we believe that a denial-of-service attack by over-
traffic. We believe that the general approach of implicit admiseading the node witlsYNpackets should not be possible.
sion control is robust to the choice of estimator. We hope that
this is supported by the success of our results usinyithees- A Network Model
timator in situations quite outside its design remit. We used two topologies, shown in Fig. 1: one is a simple
dumbbell topology with constant delay links; the other is
similar, but with links of varying delay to simulate flows with
differing RTTs. We hope to address more complex topologies
We usedNS(Network Simulator vPdeveloped by the VINT in followup work, including multiple bottlenecks and situa-
project at Lawrence Berkeley Laboratories [22] to obtain perfotions where cross-traffic, both responsive and unresponsive,
mance results for our proposed systéwSis a discrete event interferes with flows through the bottlenecks. We also used two
simulator designed for the simulation of Internet protocols. Itasic traffic models: one a simple model with fixed packet size
contains code to simulate a large number of TCP implemengrd 1 MB flow length purposely chosen to overload the link,
tions, in addition to standard network elements, such as siand with interflow arrival intervals drawn from an exponential
plex- and duplex-links, and routers with different queueing dighistribution with mean 1 s, and the other a more complex model
ciplines, principallyDropTail and RED. By linking NS with  with varying flow lengths, constructed from data obtained
Mtk , we were able to test the efficacy of our proposed admiBy analyzing web-cache logs from a variety of sources. We
sion control scheme. added adrop-tail-mtk node type toNS an extension
When a connection starts in a simulation, the node at thé its drop-tail node. This implemented the admission
ingress to the bottleneck link considers its current drop-probentrol algorithm, and collected the per-flow trace information
ability estimate in relation to the threshold set by the operattecessary to produce the tables and graphs in the following
This allows it toaccept or reject the connection, basedsection.
on whether the estimate is lower or higher than the threshold . )
set by the operator. Section V-B describes approaches usetc>mple Traffic Model
deny admission to connection attempts in our test-bed networkThe first set of results are shown for the simple traffic model
SinceMtk only utilizes measurements of aggregate arrivals in Fig. 2 with the left-hand graph showing the results for the
this implementation, the overhead of the estimation processsimple, identical link topology, and the right-hand the results
the router is not as high as might first appear. Wk estimator for the differing link topology. For the first case, we see that
performs computation periodically, and not based on traffic amithout admission control, the offered load is approximately

IV. SIMULATIONS
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Fig. 3. These graphs show histograms of flow durations, where the frequency count has been made over buckets of 2 s, and normalized to the total number of
flows to complete. The: axis is the duration, and theaxis the normalized frequency. The topologies used are shown in Fig. 1, with the left-hand graph for the
left-hand topology and the right-hand graph for the right-hand topology. Both graphs are for the simple traffic model. Noterthaigtimas been truncated for

clarity; due to the “no admission control” case, it actually extends to 894 s.

Flow durations: Identical link delays, simple traffic model
Threshold | Flows Completed | Packets Received | Packets Retransmitted | Mean (s) | Std Dev (s)

None 186 186000 687504 509.06 228.03
1.0 2493 2493000 20052 135.08 84.951
0.5 2831 2831000 9457 130.62 94,948
0.1 3323 3323000 1372 54.583 25.5643
0.05 3349 3349000 562 42.563 16.146
0.01 3413 3413000 255 34.073 16.950

Flow durations: Differing link delays, simple traffic model
Threshold | Flows Completed | Packets Received | Packets Retransmitted | Mean (s) | Std Dev (s)

None 162 162000 699275 482.33 226.67
1.0 2476 2476000 18444 130.29 85.856
0.5 2874 2874000 9082 123.73 92.613
0.1 3365 3365000 1307 52.168 29.405
0.05 3394 3394000 617 42.747 31.098
0.01 3443 3443000 231 33.638 15.046

Fig. 4. Tables showing the number of flows completed, packets transferred by completed flows, the total number of packets retransmitted, o tieethsra
and standard deviations for the completed flows. The simulations were run for 900 s. using the topologies shown in Fig. 1 and the simple traffie onooied. T
table is for the left-hand topology and the lower table for the right-hand topology.

30% higher than the link capacity, leading to approximatelt near-full utilization even with admission control in place.
30% of the traffic on the link being retransmissions, due to thkhis is shown by the results in Fig. 2. In conjunction with those
large volume of packets being discarded. Conversely, when aésults, the results shown in Figs. 3 and 4 demonstrate that many
mission control is turned on, the offered load is kept slightlgpplications will achieve higher utility when admission control
below the link’s capacity, ensuring that drops and consequés@pplied. Users may be prepared to wait for 1 min for a large
retransmissions are tightly constrained. For the second case download to complete; they are less likely to be prepared to
see results that do not differ significantly from those in the firstvait for 15 min. The results also show that it is possible, even
We also simulated this topology using a variety of packet sizegith the Mtk estimator which is not optimized for this type
and found that this had similarly negligible effect. of traffic, for the network operator to tune the network based
Based on these results, we also show histograms of the users applications’ requirements, in order that they receive
time to successful completion for flows in Fig. 3, and tablesigher utility.
of their mean and standard deviation in Fig. 4. These clearly
demonstrate that employing admission control can grea@/
increase the number of flows that successfully complete in a
given time interval by allowing flows to complete substantially We now consider the results for the web-log-based complex
faster. Without admission control, most flows do not complet&affic model. As can be seen in Fig. 5, admission control has a
and those that do have a mean of 509 s and a standard deviasianilar effect as with the simple traffic model: the offered load is
of approximately half the mean. Conversely, completion timé®pt at or slightly below the link capacity when admission con-
when admission control is applied as leniently as the curremsl is applied, but continues to rise when no admission control
estimator allows have a mean of 135 s, and a correspondingyn place. The drops and retransmissions also exhibit similar
lower standard deviation, with nearly 20 times more flowBehavior to the results for the simple traffic model. However,
completing. the flow duration histogram in Fig. 5 and the table of the mean
Since TCP is “greedy,” that is, admitted flows will attempt t@nd standard deviations in Fig. 6 show that fewer flows com-
use the available bandwidth in the bottleneck, the link remaiptete successfully with admission control in place.

Complex Traffic Model
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Fig.5. Theleft-hand graph shows offered load, drops, and retransmissions, without admission control and with an admission threshold arsthprizligétlity
of 0.1. The right-hand histogram is of flow durations, where the frequency count has been made over buckets of 2 s, and normalized to the totalowsnber of
to complete. The: axis is the duration, and theaxis the normalized frequency. Both used the left-hand topology in Fig. 1, with the complex traffic model.

Flow durations: Identical link delays, complex traffic model
Threshold | Flows Completed | Packets Received | Packets Retransmitted | Mean (s) | Std Dev (s)

None 17180 1842083 63269 15.350 35.273
1.0 14027 1869053 10325 10.712 31.099
0.5 13389 1855134 5738 9.5144 28.359
0.1 12070 1860911 1146 7.2418 21.878
0.05 11778 1825970 859 6.7397 20.311
0.01 10915 1771488 313 5.8935 17.947

Fig. 6. Table showing the number of flows completed, packets transferred by completed flows, the total number of packets retransmitted, dod theaturat
and standard deviations for the completed flows. The simulations were run for 900 s, using the complex web-cache log based traffic model. Theddpadsgy
the left-hand topology in Fig. 1.

Threshold | Completed Flows | “Good” Flows (%] | “Bad” Flows [%]

None 15219 1595 [30%] 10624 [70%)
1.0 12065 7255  [60%] 4810  [40%)
0.5 11427 7968  [70%)] 3459  [30%)
0.1 10192 8591  [84%] 1601  [16%]
0.05 9900 8634 [87%] 1266  [13%]
0.01 9157 8618  [94%] 539 [6%)

Fig. 7. Table showing the number of completed flows with the number that met a target of 10 packets per second over their lifetime (“good” flows), and the
number that failed to meet this target (“bad” flows). Only flows that started after the first 100 s had passed are counted, in order to remowsieittadetzavior.

The table in Fig. 6 clearly shows that flows are completingission threshold to achieve it—the particular value depending
faster and with more tightly controlled durations when admisn the traffic mix and on the level of service the operator wishes
sion control is applied. However, fewer flows complete succeds-provide for its customerddtk appears to give a reasonable
fully which appears discouraging. Examination of the number cdinge of values for the operator to tune to, which is encour-
packets received reveals an explanation. When admission caging given that the link is only experiencing overload of ap-
trol is applied, approximately the same number of packets gmoximately 20%. Better estimators might give one a more con-
successfully received, suggesting that link utilization remaimllable parameter with greater dynamic range—a weakness of
the same. Without admission control, the proportion of retrangkk in these circumstances is that its maximum threshold is 1.0,
missions, for the longer flows in particular, rises as the existinghich leaves quite a large gap in system behavior between no
longer flows lose out to the shorter flows in slow start. Wheadmission control and admission control at its most lenient.
admission control is applied, the longer flows are able to com-
plete since the excess short flows are unable to enter the link and
cause the long flows to experience excessive loss.

Examining the table in Fig. 7 provides further insight. Set- The purpose of the implementation was to allow us to validate
ting a target of 10 packets per second per flow as a meastire simulations, and to test interaction with applications and pro-
of “useful” goodput, we see that application of admission comecol implementations. The implementation used standard Pen-
trol nearly doubles the number of “good” flows that completdium 11l PCs running the Linux 2.2.9 operating system for both
This suggests that a large number of the extra flows that manalye sources and sinks, and the admission control router. The net-
to complete with no admission control are receiving very lowork was 100 Mb/s switched Ethernet, and all machines used
transfer rates, and are hence of less use. This table also f@em 3c509 NICs. The router software consisted of the Linux
gests a manner in which the operator could set the thresh@d.9 kernel compiled with support for IP forwarding, and for
One might choose a target throughput and then adjust the o QoS/Fair queueing options. The router was configured using

V. IMPLEMENTATION
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Operating System SYN RTO interval sequence (s) total (s)
Data RTO interval sequence (s) total (s)
FreeBSD 2.2.7 2.8, 6.0, 12.0, 24.0 44.8
1.4, 2.0, 4.0, 8.0, 16.0, 32.0, 64.0*7 511.4
HPUX 9.05 3.7,10.1, 24.0 37.8
0.5, 0.5, 4.0, 8.0, 16.0, 32.0, 64.0*7 509.0
Linux 2.2.9 3.0, 6.0, 12.0, 24.0, 48.0, 96.0, 120.0*5 789.0
0.2, 0.4, 0.8, 1.6, 3.2, 6.4, 12.8, 25.6, 51.2, 102.4, 120.0*%6 924.6
NetBSD 1.3 6.0, 12.0, 24.07 42.0
1.0*11 11.0
OSF/1 3.2D 0.7, 3.0, 6.0, 12.0, 24.0 45.7
1.4, 3.0, 6.0, 12.0, 24.0, 48.0, 64.0*8 606.6
SunOS 5.5.1 1.7, 5.1, 11.8, 25.3, 52.3, 106.3, 162.6 365.1
0.9, 0.8, 1.5, 3.0, 6.0, 12.0, 24.0, 48.0, 56.3*6 434.0
SunOS 5.6 35,64, 12.8, 25.6, 51.2 99.5
0.2, 0.5, 1.0, 3.8, 7.6, 15.3, 30.6, 61.2, 122.4 242.6
Windows 98 2.9,6.0, 12.0 20.9
0.3,0.6,1.2,2.4,4.8 9.3
Windows NT4.0 SP3 | 3.2, 6.6, 13.1 33.0
0.6, 0.9, 1.8, 3.5, 7.0 13.8

Fig.8. Measurements of packet retransmission intervals for some TCP implementations foBd#agd data loss:, y means that packet, was retransmitted
y seconds after packgt.. « * n means that packets were retransmitted at intervalscaeconds.

the Linux traffic control engine [23], for which a module wasetwork, the underlying link technology, the longevity of con-
written to enable queue measurements to be made and passgéstion at the link, and the protocols in use. Our implementation

the estimator. allows any combination of the TCP option bits to be treated as
of interest; typically one would tre&YNor SYNACKpackets
A. Performance Tests as connection requests. To signal rejection, we tested both drop-

The baseline performance of the Linux forwarding code wasng the admission request, and sendingR&7to both parties.
measured by performing a “flood ping” between the two hosts We believe that a practical implementation would need to
that were connected by the router. Even using small packetipw all the above possibilities. For example, consider a web
Linux is able to forward at the 100 Mb/s line rate without CPerver being accessed by a client which experiences asymmetric
usage exceeding 20%lnstalling the instrumented queueingrouting to/from the server. The bottleneck link might never see
module and th&ltk estimator made no difference to the router'she SYN in which case th&YNACKmust be used. Dropping
CPU usage. Our experience suggests that significant amountthefrequest naturally reduces the retry rate as TCP backs off, but
CPU time are available, enabling us to consider more compleeans that the web user sees no response, and may well retry
bandwidth estimation functions in the future. more quickly. Sending th&ST allows the web user to notice

In order to test the admission control algorithm, traffic wathat the server cannot be accessed, presenting them the option
generated usingttcp , a locally developed utility, based onof cancelling the session. In cases where it is detected that the
ttcp [24]. pttcp allowed us to set up large numbers of coneonnection is not being used to transfer Web traffic, there may
nections between the hosts, in either a transmit-receive moge|l be other more appropriate options.
orin a client-server mode, to more accurately reflect web traffic n the case where th8YNACKis intercepted, the sending
(i.e., the client sets up a connection and requestgtes from of the RST might itself be considered harmful as it will use
the server, which then transmitsbytes to the client). resource at the times when it is most scarce. One might prefer

The admission control process was implemented using tesimply drop theSYNACK or indeed theSYN leaving TCPs
Linux IPChains [25] software, which allows user-space prerormal operation to deal with the retries and possible eventual
grams to be passed packets of interest for examination, and e@¥nial. This has the advantage that traffic is not injected into
responding responses to be generated and transmitted. Thisfagink at times of high load, but does mean that the user may
modified to allow more flexibility in specifying packets of in-experience large timeout delays before being informed that the
terest. The IPChains software intercepted packets with heagdghnection cannot be made at this time.
bits of interest and passed them to the handler in the user codghe relevant REC [27] states that the backoff sequence when
for the admission decision to be made. Analysis of the resufissyNis dropped should be exponential as for normal traffic
was performed using John Ostermarjstrace  [26]along  |oss, butmustlast for at least 3 min instead of 100 s, the recom-
with further postprocessing. mended value for data traffic. This would ensure that retrans-
mitted SYNpackets do not themselves overload the link. Fig. 8
is the result of measuring the RTO intervals for a number of TCP
The best way to implement the detection of connection agnplementations, and shows this to be the case. The decision to

mission requests and the rejection of connections is dependefify may also be taken by the application or user, rather than
on anumber of factors, including the traffic characteristics in thge protocol.

“4The routing table used in this experiment contained only two entries. SomeOt_her .SUQQGSted. methods of denying admission to a con-
degradation in performance may occur with significantly larger tables. nection include using ICMPSource Quench and ICMP

B. Connection Admission and Rejection
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Reject: Unknown Protocol messages [9]. The formerreceive a share of the bottleneck link bandwidth likely to be too
has the advantage that it also allows the operator to control #meall for interactive use, and so their performance is almost
throughput of active connections as it reduces the receiveuschanged. For those flows that are admitted, performance,
congestion window to one. The latter has the disadvantage thdiether measured by the per flow goodput or the completion
in addition to denying the requesting flow access, it can alsine for transfer of data for an elastic flow, is dramatically im-
cause existing flows between the same endpoints to break. proved. Our scheme also increases the fairness of the resource
Perhaps the most important thing to note from this table is theltocation between those TCP connections that have been
all the implementations examined do use an exponential backaffmitted. Furthermore, it need not be deployed throughout
sequence foBYNretries, so deferral of a connection should nahe Internet for the benefit to be seen; deployment at a limited
result in excessive control traffic being generated. In additionumber of known bottlenecks should have a noticeably positive
theSYNbackoff sequence for all the implementations studied éffect. A beneficial side effect of limiting the number of flows
quite reasonable, albeit not completely RFC compliant, with atversing a bottleneck link is that we also greatly reduce
least 4 retries occurring over at least 20 s. Consequently, T@R bandwidth wasted by retransmissions upstream of the
can be relied on to retry later if a CAC-capable router choosbsttleneck, freeing this resource for use by other flows for
to defer or reject a connection. Another notable point is thathich these upstream routers may be bottlenecks.
some TCP implementations are not very robust to midstreamOur admission controller is simple and efficient, requiring
loss. For example, Windows 98 gives up in under 10 s aftkitle per-packet processing and no per-flow state. We believe
losing just 6 packets. Application of admission control as wiat using a measurement based admission control scheme con-
propose should make such loss sequences less likely, and hdecesignificant advantages: the scheme is robust to fluctuations

reduce the number of broken connections. in the offered load, requires reopriori per-flow traffic charac-
terization—generally impossible to derive—and bases its esti-
C. Impact on Applications mations on measurements of the aggregate load. Finally, using

eMtk estimator, the network operator can tune the admission
geshold, giving greater control over the service quality expe-
nced by users’ traffic in the network.

In addition to using the implementation to gain some reaI—Iift(g
confidence in our method, we also used it to test the behaviorto
some popular Internet applications when denied admission bp : . .
RST. Since the Web is currently the most popular use of the In- € haye implemented our controller on PCs running L|nux,.
ternet, we tried Netscape v4.5 on both Linux 2.2.9 and Microsoq‘Pd confirmed that the processing overhead of the scheme is

Windows NT, and Internet Explorer v4 on Microsoft Windowgninimal' Our experimen_ts "JF”OVVe.d US to examine the l_Jehavior
NT. In all these situations, we found that when a TCP conne%f— popular Intemet applications in the face of admission con-

tion is rejected by our admission controller the application wi f(.)ll; rgiff%?;jcghna;eiltl.:ﬁggfat'Z?tzr;estfdmv;%rgt.rg:usé tt(()e;tr]e%
silently accept that it could not retrieve an object on the pa n : ! up PIS. tion, W

unless it is the base page itself, in which case a dialog box umber of TCP implementations and found that their state-ma-

. . . ines were robust in the face 8iYNs andSYNACKs being
popped up informing the user that the page cannot be remev‘réqs'et, and that they also implemented reasonable backoff strate-

Further, it appears that Netscape has a timeout of approximate .
30 s before it gives up on TCP retry attempts, whereas Inter &> for both dropped data and dropped control traffic.

Explorer attempts to connect 4 times for a given source port,
and then repeats this for a further 4 different source ports, incfedture Work

menting the source port by one each time. Our investigation of admission control in the Internet is on-
going. We are continuing work on instrumenting our imple-
VI. SUMMARY mentation, measuring its performance under a variety of loads,

o and will further validate application behavior when admission
~ We have argued for the use of admission control at rout§&Sgenjed. As discussed, we are also researching additional al-
in the Internet as a mechanism which we believe has the potgRtithms and MBAC estimators, of which a variety have been
tial to improve the performance experienced by users of bqifypjished in the literature, and the need to address the specifica-
inelastic real-time services, and elastic data services, suchigs of admission thresholds by network operators. Robustness
TCP. We have focused specifically on the admission control gf ie face of the highly correlated TCP traffic process, and the
TCP flows, and have shown that, under certain circumstancggyiy variable topology of the Internet is important. We are also
TCP performance can collapse due to overadmission of flowsd@\eloping and testing both implicit and explicit admission con-
congested bottleneck links. Under these circumstances, asii; for other Internet protocols. We believe that our results to

number of admitted flows grows in an unbounded fashion, thge are promising and indicate the potential of this approach.
corresponding throughput experienced by each flow falls to an

operating region in which TCP is neither stable, fair, nor useful
from the application and user points of view.

We have shown by way of simulation that the implementation
of a simple admission control scheme at routers in the InternefThe theory of large deviations [28] is based around the obser-
can dramatically improve the performance experienced by adition that as more data points are taken from a distribution, one
users. Although it is true that our controller will reject somexpects that the ratio of “rare events”—those events that give
flows, in the unconstrained network those flows may onlthe distribution its tail—to other events should decay exponen-

APPENDIX
LARGE DEVIATIONS’ THEORY
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tially. That is,the tail of the distribution decays exponentially Estimating the sSCGF
a sense it is the flip side of the central limit theorem (CLT): the Tha crux of the matter is the estimation of the SCGF: if this is

CLT governs random fluctuations near the mean, of the ordergf., rate, then the resultant calculations should be accurate (in
o/\/n, wheren is the number of statistics, and is the vari- o long term). Moreover, for this to be a feasible method for
ance; deviations of the order@fare much larger (“large devia- MBAC, the process must be cheap enough to perform on-line.
tions”) and occur only rarely. Itis these events that are governgflere has been a great deal of investigation into the estimation
by large deviations’ theory. More formally, Cramer’s theorengt ihe sCGF recently, as it has application to the area of effective
states the following. _ bandwidth [18], and so to charging for Internet traffic. As part of

Let.Xy, Xo, X3, ---be asequence of bounded, independefie measure project, a number of estimators for the SCGF have
and identically distributed random variables, each with mean o, developed. These estimators have been applied to ATM
and let networks, and to the problem of resource allocation in operating
systems, specifically thdemesis operating system [29].

Given that the arrivalsX; are weakly dependent, we can ap-
proximate the sCGF by a finite timmimulant generating func-
d_eno_te the empirical mean; the_n the tgil; of the probability digon (CGF) Letting A; be a random variable representing the
tribution of M,, decay exponentially, with increasimgat a rate ,ymper of packets arriving at the queue in an interval of length

1

given by a convex rate-functiaf(): t, the SCGR\ 4: R — R of the arrivals process is approximated
- »—ni(xz) as
P(M, > z) xe forz > m .
P(M, < z)xe @ for z < m. M (0) ~ = In Ee®

T

More generally, the conditions required for large deviderthe blocksize7’, sufficiently large. Sincé(r) is related to\,
tions’ theory to be successfully applied can be relaxed &stimation of the expectation can then be performed by breaking

X1, X5, X3, --- being bounded, weakly dependent, andata intoX blocks of length’ and averaging over them:
stationary: the result that the tails of the distribution will decay K
exponentially still holds. AT (6) ~ 1.1 Z oK

. . . . A —

When one applies this result to queueing theory, one finds T K —
that for a single-server queue, the queue-length distribution has . . .
asymptotics of the form where theX}, are the block sum&; := X1 +-- -+ X7, Xo :=
Xrq1+ -+ Xor, €tC.
P(Q>q)<e™ Then the asymptotic decay-rate of the queue-length distribu-

tion can be obtained, given the service rateyia
whereé, the decay-rate, can be calculated from the rate-function

I(-) of the arrival process via %\) = max {)\/(5) < 0}.
6(r) = min I(z)/x There are other ways of estimating the sCGF—for example,

x

using a varying block siz& rather than a fixed value as above.
wherer is the service rate. More simply, if one can meadigrg
thené may be calculated for any value ef which is known. ACKNOWLEDGMENT
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